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            Classifying handheld Augmented Reality: Three categories linked by spatial mappings Thomas Vincent * EHCI, LIG, UJF-Grenoble 1 France Laurence Nigay † EHCI, LIG, UJF-Grenoble 1 France Takeshi Kurata ‡ Center for Service Research, AIST Japan ABSTRACT Handheld Augmented Reality (AR) relies on a spatial coupling of the on-screen content with the physical surrounding. To help the design of such systems and to classify existing AR systems, we present a framework made of three categories and two spatial rela- tionships. Our framework highlights spatial relationships between the physical world, the representation of the physical world on screen and the augmentation on screen. Within this framework, we study the relaxing of the spatial coupling between the digital infor- mation and the physical surrounding in order to enhance interaction by breaking the constraints of physical world interaction. Keywords: Handheld Augmented Reality, Framework, Im- plicit/Explicit interaction Index Terms: H.5.2 [Information interfaces and presentation]: User Interfaces—Graphical user interfaces; H.5.1 [Information In- terfaces and Presentation]: Multimedia Information Systems— Artiﬁcial, augmented, and virtual realities 1 I NTRODUCTION As compared to other aspects of Human-Computer Interaction (HCI), Augmented Reality (AR) constitutes a spatiotemporal re- lationship between the physical world and digital content. Indeed, Azuma [2] deﬁned AR systems as systems that (i) combine real and virtual, (ii) are interactive in real time and (iii) are registered in 3D. Moreover Rekimoto et al. [22] compared HCI styles (namely Graphical User Interface, Virtual Reality, Ubiquitous Computing and Augmented Interaction) in terms of interactions between Hu- man, Computer and the Real World: The ”Augmented Interaction” style designates interaction between the three categories and sup- ports interaction with the real world through computer augmented information. Among the different display devices supporting AR, handheld devices used as magic lenses are becoming a popular platform and paradigm for AR applications. As deﬁned in [23]: ”The term magic lens is used here to denote augmented reality interfaces that consist of a camera-equipped mobile device being used as a see-through tool. It augments the user’s view of real world objects by graphical and textual overlays”. One seminal system of such handheld AR systems is the palmtop NaviCam [22] for which its authors coined the term ”magnifying glass metaphor” to denote the real world en- hancement with information. While offering the opportunity for AR to reach a wide audience, handheld devices also bring speciﬁc constraints [24]: the screen real estate is limited and direct touch on the screen, the de facto standard input modality on such devices is impaired by ﬁnger occlusion and an ambiguous selection point (i.e.: ”fat-ﬁnger” problem). * e-mail: [email protected] † e-mail: [email protected] ‡ e-mail: [email protected] Figure 1: Handheld AR on-screen content depicted with three cat- egories: (1) physical world, (2) video representation of the physical world and (3) digital augmentation and two spatial mappings. Furthermore, with handheld AR, both the video representing the physical surrounding and the digital augmentation are displayed si- multaneously on the screen. As a consequence the race for screen real estate is even more critical. In addition, the tight spatiotempo- ral coupling of the on-screen content with the physical surrounding makes touch interaction harder. Indeed the viewpoint is controlled by the device pose and its stability is impaired by hand tremor as well as motion induced by user touch input. As a result, on-screen interactive content is not stable within the touch input space. Thus, considering spatiotemporal couplings in handheld AR systems is crucial to improve on-screen content for both information presenta- tion (i.e., outputs) and user interaction (i.e., inputs). The design challenge lies in the ﬂuid and harmonious fusion of the physical and digital worlds while breaking the constraints of physical world interaction. To help the design of such handheld AR systems (and therefore no longer design and develop handheld AR systems in an ad-hoc way), we present a framework made of three categories and two spatial relationships. Our framework is useful for analysis and comparison of existing handheld AR systems as well as for design (descriptive, evaluative and generative power of an interaction model [4]). Indeed, in addition to classifying ex- isting AR handheld systems, the underlying concepts of our frame- work allow generation of ideas and choice of design alternatives. In the paper we mainly focus on the descriptive and taxonomic power of our framework and give one example to illustrate its generative power. The paper is organized as follows: We ﬁrst describe the three categories of our framework and their spatial relationships. We then study the transitions between different levels of spatial couplings of the described categories. We ﬁnally expose several research axes for extending our framework. 2 FRAMEWORK:THREE CATEGORIES Our framework articulates axes serving to distinguish between the characteristics of handheld AR applications. It is based on three main categories (or worlds), as shown in Figure 1: 1. Physical world, 2. Representation of the physical world and 3. Digital augmentation. 
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Classifying handheld Augmented Reality:
 Three categories linked by spatial mappings
 Thomas Vincent∗
 EHCI, LIG, UJF-Grenoble 1
 France
 Laurence Nigay†
 EHCI, LIG, UJF-Grenoble 1
 France
 Takeshi Kurata‡
 Center for Service Research, AIST
 Japan
 ABSTRACT
 Handheld Augmented Reality (AR) relies on a spatial coupling ofthe on-screen content with the physical surrounding. To help thedesign of such systems and to classify existing AR systems, wepresent a framework made of three categories and two spatial rela-tionships. Our framework highlights spatial relationships betweenthe physical world, the representation of the physical world onscreen and the augmentation on screen. Within this framework, westudy the relaxing of the spatial coupling between the digital infor-mation and the physical surrounding in order to enhance interactionby breaking the constraints of physical world interaction.
 Keywords: Handheld Augmented Reality, Framework, Im-plicit/Explicit interaction
 Index Terms: H.5.2 [Information interfaces and presentation]:User Interfaces—Graphical user interfaces; H.5.1 [Information In-terfaces and Presentation]: Multimedia Information Systems—Artificial, augmented, and virtual realities
 1 INTRODUCTION
 As compared to other aspects of Human-Computer Interaction(HCI), Augmented Reality (AR) constitutes a spatiotemporal re-lationship between the physical world and digital content. Indeed,Azuma [2] defined AR systems as systems that (i) combine realand virtual, (ii) are interactive in real time and (iii) are registered in3D. Moreover Rekimoto et al. [22] compared HCI styles (namelyGraphical User Interface, Virtual Reality, Ubiquitous Computingand Augmented Interaction) in terms of interactions between Hu-man, Computer and the Real World: The ”Augmented Interaction”style designates interaction between the three categories and sup-ports interaction with the real world through computer augmentedinformation.
 Among the different display devices supporting AR, handhelddevices used as magic lenses are becoming a popular platform andparadigm for AR applications. As defined in [23]: ”The term magiclens is used here to denote augmented reality interfaces that consistof a camera-equipped mobile device being used as a see-throughtool. It augments the user’s view of real world objects by graphicaland textual overlays”. One seminal system of such handheld ARsystems is the palmtop NaviCam [22] for which its authors coinedthe term ”magnifying glass metaphor” to denote the real world en-hancement with information. While offering the opportunity forAR to reach a wide audience, handheld devices also bring specificconstraints [24]: the screen real estate is limited and direct touchon the screen, the de facto standard input modality on such devicesis impaired by finger occlusion and an ambiguous selection point(i.e.: ”fat-finger” problem).
 ∗e-mail: [email protected]†e-mail: [email protected]‡e-mail: [email protected]
 Figure 1: Handheld AR on-screen content depicted with three cat-egories: (1) physical world, (2) video representation of the physicalworld and (3) digital augmentation and two spatial mappings.
 Furthermore, with handheld AR, both the video representing thephysical surrounding and the digital augmentation are displayed si-multaneously on the screen. As a consequence the race for screenreal estate is even more critical. In addition, the tight spatiotempo-ral coupling of the on-screen content with the physical surroundingmakes touch interaction harder. Indeed the viewpoint is controlledby the device pose and its stability is impaired by hand tremor aswell as motion induced by user touch input. As a result, on-screeninteractive content is not stable within the touch input space. Thus,considering spatiotemporal couplings in handheld AR systems iscrucial to improve on-screen content for both information presenta-tion (i.e., outputs) and user interaction (i.e., inputs).
 The design challenge lies in the fluid and harmonious fusion ofthe physical and digital worlds while breaking the constraints ofphysical world interaction. To help the design of such handheld ARsystems (and therefore no longer design and develop handheld ARsystems in an ad-hoc way), we present a framework made of threecategories and two spatial relationships. Our framework is usefulfor analysis and comparison of existing handheld AR systems aswell as for design (descriptive, evaluative and generative power ofan interaction model [4]). Indeed, in addition to classifying ex-isting AR handheld systems, the underlying concepts of our frame-work allow generation of ideas and choice of design alternatives. Inthe paper we mainly focus on the descriptive and taxonomic powerof our framework and give one example to illustrate its generativepower.
 The paper is organized as follows: We first describe the threecategories of our framework and their spatial relationships. We thenstudy the transitions between different levels of spatial couplings ofthe described categories. We finally expose several research axesfor extending our framework.
 2 FRAMEWORK: THREE CATEGORIES
 Our framework articulates axes serving to distinguish between thecharacteristics of handheld AR applications. It is based on threemain categories (or worlds), as shown in Figure 1:
 1. Physical world,
 2. Representation of the physical world and
 3. Digital augmentation.
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In this scheme, on-screen visual content of handheld AR interfacescan be characterized by the representation of the physical world,and the digital augmentation. As discussed later, while we focuson handheld AR, this framework can be relevant to a wider scope.
 2.1 Representation of the Physical World
 The representation of the physical world encompasses the dis-played components that represent the physical surrounding. Such arepresentation allows the user to map its viewpoint and to overlayaugmentation in the physical surrounding.
 In handheld AR applications, this representation is commonlythe live video from the rear-facing camera of the handheld device.However other modes of representation can serve the same pur-pose. For example, the live video can be transformed to a non-photorealistic representation of the physical world in order to havethe same visual quality of representation as that of augmentation[9]. Also, a virtualized model of the physical world can be used torepresent it [17]. The mode of representation can also be changedin order to support viewpoints otherwise impossible with live videoor to change the style of interaction. To overcome limited camerasfield of view, Alessandro et al. [1] describe animated zooming outtechniques which terminate with an egocentric panoramic view of360 degrees or with an exocentric map-like top-down view on hand-held devices. With the Magic Book [6], Billinghurst et al. proposeto interactively move from AR view to immersive Virtual Realityby pressing a button.
 2.2 Digital Augmentation
 The augmentation is the representation of the digital content that isnot the representation of the physical world. Such content augmentsthe physical world with extra information and interaction capabili-ties.
 The visual quality is an important feature of the augmentation.Milgram et al. [19] grossly describe the rendering quality of the vir-tual content with their Reproduction Fidelity axis. In [16], Kruijffet al. identified different perceptual issues affecting augmentation.
 The selection of the displayed digital information is also of par-ticular importance as it can mitigate information overload and clut-ter and allow for a better fit to the current user’s task. Julier etal. report on different approaches to filter overlaid information[15], namely physically-based methods using distance and visibil-ity; methods based on the spatial model of interaction and rule-based filtering.
 2.3 Distinguishing the Representation of the PhysicalWorld from the Digital Augmentation
 A general issue of distinguishing the representation of the physicalworld from the augmentation is that the boundary is not alwaysobvious and for some cases tends to be blurred. Milgram et al.[19] introduce the following definitions for clarifying the distinctionbetween real and virtual:
 • Real objects are any objects that have an actual objective ex-istence.
 • Virtual objects are objects that exist in essence or effect, butnot formally or actually.
 As such, real objects can be directly perceived or sampled andresynthesized, while virtual objects must be simulated. Applyingthis distinction is straightforward in the cases of 3D models overlaidon fiducial markers or of annotations overlaid on physical objects.
 It becomes less obvious for the cases where the representationof the physical world is directly transformed. For instance ClayVi-sion [27] aims at morphing existing buildings, changing their sizeor aspect. Here, such an altered building belongs both to the repre-sentation of the physical surroundings and to the augmentation. On
 the one hand, some characteristics like the overall appearance andtexture allow the user to map the altered building to its location inthe physical world and then support the representation of the physi-cal world. On the other hand, some characteristics like its modifiedsize or its highlighted color provide extra information and are thusconsidered as the augmentation. The distinction is here made on aper-characteristic rather than a per-object basis.
 Another example of direct transformation of the live video feedis subtle video change magnification [29]. Such technique allowsfor example to render visible otherwise unnoticeable face colorchanges induced by blood flow. Here again a per-characteristic dis-tinction is possible. The color of the skin can be considered as theaugmentation as it provides extra information while the shape andappearance of the face can be considered as the representation ofthe physical world since it helps to map the augmented content intothe physical world.
 3 FRAMEWORK: TWO SPATIAL MAPPINGS
 The three presented categories are coupled by spatial mappings. Weidentify two spatial mappings in our framework.
 3.1 Spatial mapping between the physical world and itsrepresentation
 This spatial mapping describes the coupling of the viewpoint of therepresentation with the handheld device pose in the physical world.Such a coupling can be relaxed along the axis of Figure 2 that ex-tends from conformal mapping where the viewpoint is controlledby the handheld device pose in an absolute manner to no mappingwhere there is no relation between the device pose and the view-point. This spatial mapping can also be relaxed when the viewpointis only partially controlled by the device pose [11, 13].
 Figure 2: Different spatial mappings between the physical world andits on-screen representation.
 A second aspect of this spatial mapping is the characterization ofthe projection performed to represent the physical world on screen.When using camera images to represent the physical world, thisprojection is characterized by the camera parameters. Howeverother projection like an orthographic projection can possibly beused in the case of a 3D model representing the physical world.Also further transformation like dynamic zoom or fish-eye view canbe applied.
 For example, the physical magic lens [22] approach has a confor-mal spatial mapping and a fixed projection (the one of the camera).Guven et al. [10] propose handheld AR interaction techniques re-lying on freezing of the frame in order to edit it. Similarly, Leeet al. proposed and evaluated the Freeze-Set-Go [18] technique,which lets the user freeze the video and continue to manipulate vir-tual content within the scene. Such video freeze techniques breakthe spatial mapping in order to improve user interaction.
 TouchProjector [7] enables users to move pictures displayed onremote screens through direct touch on the live video image of theirhandheld device. To improve interaction, TouchProjector includesvideo freeze as well as zooming capabilities. Zooming allows amore detailed view and a dynamic ratio between the size of a realobject and its on-screen representation, but it also increases insta-bility of the camera image.
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3.2 Spatial mapping between the augmentation and therepresentation of the physical world
 It describes the spatial coupling of the augmentation with the rep-resentation of the physical world. This axis, presented in Fig-ure 3, goes from conformal mapping where augmentation is ex-actly mapped onto the physical object representation to no mappingwhere augmentation has no spatial relationship with the represen-tation of the physical world. In between, there are different formsof relaxed spatial mappings.
 Figure 3: Different spatial mappings between the representation of
 the physical world and the augmentation.
 Partial mapping corresponds to the case where some degrees offreedom between the augmentation and the representation of thecorresponding physical object are exactly matched while others arerelaxed. This is the case for example for annotations displayed withbillboarding and/or a fixed on-screen size. Distant mapping depictsaugmentations like annotations that are displayed at a distance fromthe physical objects they refer to, but are visually linked to themwith lines for example. Off-screen mapping includes visualizationtechniques of off-screen points of interests such as Arrows [25].
 Using a relaxed spatial mapping is useful to improve text read-ability and to avoid clutter. The main advantage is to allow extradegrees of freedom for on-screen layout but this might reduce thefeeling of collocation with the physical world.
 4 CHARACTERIZING THE DYNAMICITY OF THE SPATIAL
 MAPPINGS
 The different values of the previously presented spatial mappingsdescribe different levels of coupling between the on-screen contentand the physical surrounding.
 On the one hand, these values define a static snapshot at a giventime of the level of coupling supported by a handheld AR applica-tion. On the other hand, studying the transitions along the two spa-tial mapping axes is essential in order to support improved interac-tion (e.g., for pointing accuracy) but also to allow ”magic” like tran-sitions to other modes of representation [6, 1] or movement withinthe augmented space while not moving in the physical world [26].Indeed interaction with AR settings is constrained by the spatial re-lationship with the physical world. Yet this is not the physical worldthe users are interacting with, so such constraints can be relaxed, atleast temporarily. We expressed these as transitions along the twoaxes in our framework. We characterize such transitions in the lightof previous studies on mode switching in terms of:
 • Initiative: extending from explicit user’s interaction to auto-matic (system’s initiative), through implicit interaction (sys-tem’s initiative upon indirect interpretation of user’s action);and
 • Sustainability: extending from transient to sustained-mode.
 Classical interaction modes (e.g., drawing mode of a graphicaleditor) are explicit and sustained, while quasi-modes (e.g., hold-ing the Shift key for upper case typing) are explicit and transient.Proxemic interaction [3, 14], which is based on spatiotemporal re-lationships between users and devices in order to adapt on-screencontent and interaction capabilities is characterized as implicit andtransient.
 Applied to transitions between spatial mappings, we observethat:
 • Modifications of the spatial mapping between the physicalworld and its representation have been mostly explicit andsustained: Indeed the video freeze technique [10, 18, 7] hasbeen implemented in numerous systems as an explicit transi-tion (from conformal to none) triggered by a button betweentwo sustained modes. In contrast to this explicit transition,TouchProjector [7] is a special case since the system includesan automatic zoom, in order to maintain a fixed control-to-display ratio between the touch-screen and the controlled re-mote screen. This system zooms in when a remote screen isrecognized and zooms out when there is no remote screen inthe live video. This is one example of implicit and transienttransition in order to enhance the interaction.
 • Modifications of the spatial mapping between the representa-tion of the physical world and the augmentation are mostlyimplicit and automatic: Indeed view management [5] en-hances the mapping between the augmentation and the rep-resentation of the physical world by taking into account vi-sual constraints of the projection of objects onto the viewplane. Such techniques avoid label clutter and can preventaugmented content from occluding interesting areas of thelive video image. To do so, augmentation is automaticallylaid out according to both augmented objects position in 3Dand on-screen footprint. Annotations mapping with objects isdynamically and automatically adapted from partial mapping(billboarding) to a distant one (linked with a line).
 In AR settings, implicit and temporary relaxing of spatiotem-poral constraints are of particular interest. Temporary transitionsallow for a best fit of the visual content to the current user’s focusand task. Moreover implicit transitions do not require extra user’saction to benefit from such transitions.
 At the same time, such temporary relaxing of spatiotemporalconstraints in order to improve the interaction in AR settings comeswith some drawbacks that need to be further studied. Indeed aftera constraint has been relaxed for a specific purpose (e.g., freezingthe video to support stable interaction), it should be restored whenit is no longer necessary. Breaking and restoring constraints candisorient users as observed in [18]. An animation from frozen viewto live video as used in [6, 1] and suggested in [18] can minimizesuch a spatial discontinuity problem.
 5 FRAMEWORK: ITS GENERATIVE POWER
 While describing the three categories and the two spatial relation-ships of our framework, we showed how existing handheld AR sys-tems are described within our framework. It enables us to highlightthe descriptive and taxonomic powers of our framework. We nowillustrate its generative power by considering the design of an ARsystem that we developed: AR TapTap.
 Based on our framework, our design goal was to explore tech-niques for explicitly relaxing the spatial mapping between the phys-ical world and its representation. But as opposed to existing hand-held AR techniques that implement explicit transitions between twosustained modes, we implemented a transient mode.
 AR TapTap uses video freeze and zoom to ease the placementof digital marks on a physical map (Figure 4). It builds on TapTap[24], a target acquisition technique dedicated to one-handed touchinteraction on handheld devices. With AR TapTap, placing a markon the physical map is performed with two taps on the touch-screen.The first tap selects an area of the live video that is displayed frozenand zoomed at the center of the screen. The second tap places themark in this frame, thus improving pointing accuracy. In compar-ison with the original TapTap application, AR TapTap adds videofreeze at no extra user’s action.
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Figure 4: AR TapTap: First tap (left) to freeze and zoom the video(center); Second tap to place the mark (center) and automaticallyclose the frozen and zoomed view (right).
 Inherited from TapTap, the interaction is very fast, making itpractically like a transient (or temporary) transition. The first selec-tion tap provokes a transition along the axis Spatial mapping withthe physical world (from conformal to none in Figure 2). The sec-ond tap for placing a mark also terminates the frozen and zoomedview returning thereafter to the initial state along the axis Spatialmapping with the physical world (i.e., conformal mapping - livevideo playback). In order to allow accurate placement of marks,AR TapTap therefore implements an explicit modification of thespatial mapping between the physical world and its representationwith a first selection tap. This modification is transient since thesecond selection tap is not dedicated to changing the current mode(from none to conformal in Figure 2) but rather to placing a mark.As such, with AR TapTap, the frozen mode is only maintained forone mark placement. On the one hand, by placing the mark, theuser also modifies the spatial mapping between the physical worldand its representation: It is therefore a transient mode since no ex-tra action from the user is required to explicitly change the mode.On the other hand, an additional third tap in order to change themode after placing the mark would be a case of explicit transitionbetween two sustained modes as in [10, 18, 7].
 With AR TapTap the frozen view is not displayed full screen,so the live video is still visible on the edges of the screen. This isan example of on-screen multiplexing of two views with differentspatial mappings with the physical world. By minimizing the spa-tial discontinuity, we expected such multiplexing to help users tomap the viewpoint of the camera when the frozen view was closed.However informal tests were inconclusive and this was not furtherevaluated.
 6 CONCLUSION AND RESEARCH AGENDA
 This paper introduces a framework for studying handheld AR on-screen content that emphasizes spatial relationships between thephysical world, the representation of the physical world on screenand the augmentation on screen. Along the axes of our frameworkwe highlighted transitions for relaxing the tight coupling betweenthe on-screen content and the physical surroundings. Such transi-tions are studied in the light of previous studies on mode switchingin Graphical User Interface (implicit/explicit transition and tran-sient/sustained mode). While we focused on spatial mappings andtheir dynamicity in the scope of handheld AR, this work can befurther continued and extended in the following directions.
 6.1 Validation
 The framework has been used to describe and compare existinghandheld AR systems. It enables us to describe in detail the sys-tems according to the three categories and two spatial relationshipsand to make a fine distinction between them. To further validate theframework, we need to consider more existing handheld systems,in particular to check that no existing handheld AR systems are leftout by our framework.
 6.2 Input modalities
 While our framework describes the visual output modality onscreen, we need to extend it in order to include the input modali-ties and thus the input spaces. This will allow further depicting ofhow users control the viewpoint in the augmented scene. For in-stance, with handheld AR applications, the viewpoint is classicallycontrolled by the device pose, but it can also be partially controlledby head-coupled display [11] or touch input [13]. Moreover fo-cusing on different input modalities will enable us to focus on thespatial relationships between the input spaces and the three cate-gories that form our framework. This should help to clearly depictthe strengths and weaknesses of different input modalities.
 6.3 Generalization to other AR display devices
 The framework is dedicated to handheld AR on-screen content. Itscategories and its axes can be nevertheless relevant for other ARsettings. Indeed, different display devices used for AR can be com-pared in the light of the 3 categories of our framework as presentedin Table 1.
 Display device PhysicalWorld
 RepresentationPhysical World
 Augmentation
 HMD- Video ✓ ✓
 - Video Miniat. ✓ ✓ ✓
 - Optical ✓ ✓
 Projection-based ✓ ✓
 Handheld device ✓ ✓ ✓
 Table 1: AR display comparison
 • With video see-through Head-Mounted Displays (HMDs), arepresentation of the physical world exists: the live videosampled by the cameras. However, as users cannot directlyobserve the physical world, modification of its representationis limited as it impacts user’s actions in the physical world.For example, freezing the frame might prevent the user fromoperating safely in the physical world. This limitation doesnot hold for miniaturized HMDs allowing direct observationof the physical world.
 • With optical see-through HMDs, there is no representation ofthe physical world as it is observed directly. Also, users can-not observe the physical world un-augmented.
 • With projection-based systems, there is also no representationof the physical world and the physical world cannot be ob-served simultaneously augmented and un-augmented.
 • Handheld devices allow both direct observation of the phys-ical world un-augmented and observation of the augmentedscene on the screen. It thus allows for more design possibil-ities for modifying the representation of the physical world.Such differences encouraged us to first focus more specifi-cally on handheld AR.
 6.4 Positioning with respect to other existing classifica-tion schemes
 In [12], Hugues et al. briefly review existing taxonomies of inter-active mixed systems. They categorize such taxonomies as beingeither technical, functional or conceptual. In [21], Normand et al.organize AR taxonomies with four categories: technique-centered,user-centered, information-centered and interaction-centered. Inthis scope, the work presented in this paper is a conceptual frame-work. The description of the spatial mappings is information-centered while the description of the transitions in this framework
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is interaction-centered. In the following we present some relationbetween our work and some existing classifications.
 On the one hand, our classification is dedicated to on-screen con-tent for the case of handheld AR. As a consequence and in compar-ison with other taxonomies of AR applications, the scope of ourframework is therefore more focused. For instance our previousclassification space of mixed reality systems [8] is general. It iden-tifies two types of augmentation: augmented execution and/or aug-mented evaluation applied to Augmented Reality (where the targetof the task belongs to the physical world) and Augmented Virtuality(where the target of the task belongs to the digital world). Withinthis framework for mixed reality systems, the classification of thispaper details the case of augmented evaluation in the context ofAugmented Reality.
 Augmented evaluation is also called augmented perception in theAR taxonomy presented in [12]. In this taxonomy, the authors di-vide augmented perception into five sub-functionalities, namely (1)Documented reality and virtuality, (2) Reality with augmented per-ception or understanding, (3) Perceptual association of the real andthe virtual, (4) Behavioral association of the real and the virtualand (5) Substituting the real by the virtual. In our framework, suchfunctionalities describe the different relationships that the informa-tion of the augmentation maintains with the physical world or withthe representation of the physical world. Such functionalities have adirect impact on the type of spatial mappings between the augmen-tation and the representation of the physical world (Figure 3). Forinstance the functionality perceptual association of the real and thevirtual implies a conformal mapping while the functionality realitywith augmented perception or understanding implies a relaxed or aconformal spatial mapping according to the considered levels (Thefirst level - Reality with augmented understanding corresponds torelaxed mapping; The second level - Reality with augmented visi-bility corresponds to conformal mapping).
 On the other hand, the previous section 6.3 shows that we cangeneralize the categories and axes of our framework and thereforeextend the scope of our framework to other AR settings. By con-sidering our three categories we are able to classify AR displaysin Table 1. In comparison with the axis Augmentation type of therecent taxonomy presented in [21] that distinguishes Mediated aug-mentation from Direct augmentation, our framework makes a cleardistinction between mediated and direct augmentation by consider-ing the presence or not of the representation of the physical world.Our framework also distinguishes optical see-through devices fromvideo see-through devices by considering, or not considering thedirect perception of the physical world. Furthermore our frame-work enables us to consider optical see-through AR settings andprojected-based AR settings in the same category, while they be-long to two distinct classes in [21]. Optical see-through AR set-tings such as navigation systems based on head-up displays in carsor the SixthSense projected-based system [20] share the design is-sue of the spatial relationships between the augmentation and thephysical world.
 Tonnis et al. propose six classes to classify the AR presentationspace [28]. The Registration class is related to the Spatial relationbetween the representation of the physical world and the augmen-tation, and the Frame of Reference class is related to the Spatialrelation between the physical world and its representation. Twoother classes, Referencing and Mounting are also at least partiallyrelated to spatial relations and positions. This highlights the impor-tance of spatial relations in AR classification. The two remainingclasses are related to the augmentation. The Dimensionality is re-lated to the augmentation’s visual aspect. The Temporality as wellas the already mentioned Referencing are related to the selectionof the displayed content. As focusing on AR presentation, thoseclasses does not cover transitions and interaction.
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